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Abstract Engineering is often said to be ‘scientific’, but the nature of knowl-
edge in engineering is different to science. Engineering has a different onto-
logical basis—its theories address different entities and are judged by different
criteria. In this paper I use Popper’s three worlds ontological framework to pro-
pose a model of engineering theories, and provide an abstract logical view of
engineering theories analogous to the deductive-nomological view of scientific
theories. These models frame three key elements from definitions of engineer-
ing: requirements, designs of artefacts, and theories for reasoning about how
artefacts will meet requirements. In a subsequent paper I use this ontological
basis to explore methodological issues in the growth of engineering knowledge
from the perspective of critical rationalism.
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1 Introduction

Engineering has many philosophically interesting problems, but has only re-
cently begun to attract attention within philosophy. As discussed by van de
Poel (2010), the philosophy of engineering (as distinguished from the phi-
losophy of technology) has until recently been largely unexplored, except as
regards ethical questions in engineering. Houkes (2006, 2009) similarly argues
that epistemological issues concerning the function of technological artefacts
have not been well studied, but should be. Engineering, like science, is based

M. Staples
NICTA, Level 4, 223 Anzac Parade, Kensington, NSW 2052, Australia
e-mail: mark.staples@nicta.com.au

M. Staples
School of Computer Science and Engineering, University of New South Wales,
Sydney, NSW 2052, Australia



2 Mark Staples

on rational reasoning about the physical world. Indeed, engineering is some-
times presented as being ‘scientific’. Engineers do often use or adapt scientific
theories, but as will be discussed, engineering is not the same as science or
applied science. The epistemological problems in engineering are similar, but
different, to those in science.

This paper proposes an ontological basis for objective knowledge in en-
gineering. I use Popper’s (1977) three worlds ontological framework to ex-
plain how engineers reason that artefacts satisfy requirements. Aligned with
this I present an abstract logical view of engineering theories, similar to the
deductive-nomological view of scientific theories. This ontological basis is used
in a subsequent paper, to explore methodological issues in engineering: falsifi-
cation of engineering theories, and the growth of knowledge in engineering.

2 What is Engineering?

Defining ‘engineering’ may be at least as hard as defining ‘science’. Pawley
(2009) found in interviews with engineering faculty members that there is no
commonly-agreed definition of engineering. Mitcham and Schatzberg (2009)
give an etymological history of ‘engineering’, but leave its definition open. A
näıve view may be that engineers just design and build artefacts. However,
Davis (2010) contrasts engineering with architecture, and concludes that en-
gineering cannot be defined simply as designing or construction. Architects
design and builders build, but neither are taken to be engineers. Conversely,
Davis observes that engineers also perform other kinds of activities as an essen-
tial part of their professional duties, such as inspecting designs and artefacts,
or writing regulations.

Vincenti (1990, p. 6) adapts a definition by Rogers (1983) as follows: “en-
gineering refers to the practice of organising the design and construction [and,
I would add, operation] of any artifice which transforms the physical world
around us to meet some recognised need.” This shares elements with a defini-
tion from the profession (ECPD 1947):

The creative application of scientific principles to design or develop
structures, machines, apparatus, or manufacturing processes, or works
utilising them singly or in combination; or to construct or operate the
same with full cognizance of their design; or to forecast their behaviour
under specific operating conditions; all as respects an intended function,
economics of operation and safety to life and property.

There are three recurring elements in definitions of engineering: artefacts (here
“structures, machines, apparatus, or manufacturing processes. . . ”), require-
ments (here “an intended function, economics of operation and safety to life
and property”), and theories (here “forecast their behaviour”). These three
elements (making things, solving problems, and using theories) were also iden-
tified in Pawley’s (2009) survey. Davis (1996) takes a quite different approach
and argues that engineering should be defined historically as an occupation
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(with knowledge transmitted through a shared curriculum), and ethically as a
profession. Nonetheless, Davis acknowledges that more typical definitions like
those above share these three important elements. I do not settle on one defini-
tion of engineering, and avoid discussion of engineering as a profession. Instead
I limit my discussion to epistemological issues within engineering, and frame
the three elements: physical artefacts; requirements for these artefacts; and
engineering theories for predicting whether artefacts will satisfy requirements.

Artefacts are central to engineering. There is some debate about what arte-
facts are. I use the term ‘artefacts’ for configurations of matter and energy used
for some purpose. This can include structures, devices, system components,
systems, and physical processes. Polanyi (1958, p. 175) similarly identifies ma-
terials, tools, and processes as the “observable things which can be defined by
their participation in practical performances”. (I would add fields and forces.)
In engineering, artefacts are evaluated with respect to requirements, and are
often designed to meet these requirements, but not necessarily so. Engineers
sometimes re-purpose technology, using old inventions to meet new require-
ments, and sometimes use objects created by natural processes. For example
mining engineers use naturally-occurring rock formations to extract mineral
ores, and nuclear engineers may use freshwater streams to cool reactions in a
nuclear power plant. Here I regard something as an artefact if and only if it
is used (or planned to be used) in an appropriate way to physically perform
a function ascribed to be within the capacity of the object. This definition is
essentially the same as the ‘useful-material’ conception of artefacts of Houkes
and Vermaas (2009). They reject this definition of ‘artefact’ because it does
not distinguish natural from human-made objects. However my goal is not to
distinguish natural from human-made things, but instead to understand how
engineers work with the material world to fulfil purposes.

Although designs for artefacts are man-made can be physically represented
on paper, I exclude them as artefacts because the importance of a design is its
objective content rather than its physical representation. A design is not what
ultimately satisfies requirements; instead it is the real artefact corresponding
to the design which can satisfy requirements.

Software is sometimes taken to be an artefact (Goldberg and McCarthy
2008). However, is software mathematical, or a physical thing? This deserves
more analysis than is possible here, but the key point is as follows. Like the
design of an artefact, it it the objective content of a computer program that is
important to its characterisation and identity. The objective content of a pro-
gram remains unchanged, regardless of whether it is represented as magnetic
regions on a hard disk, or as ink on a page. Popper (1978) also holds this view
on computer programs. Nevertheless, the controversy and lessons (MacKenzie
2001) from Fetzer’s (1988) paper on program verification remind us that the
execution of a program on a physical computer is categorically different to the
content of the program, and different to a characterisation of the program’s
possible behaviour using formal theories. The execution of a program on a
computer system is a phenomena in the real world, and it is this phenomena
which might change the world in a way that satisfies requirements. Theories of
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program analysis or ‘formal verification’ are not purely mathematical—they
are ultimately also empirical engineering theories when they support claims
that the behavior of real programmed computer systems meet requirements.

3 Characteristics of Engineering Theories

I define ‘empirical theories’ as explicit falsifiable claims used to predict and
analyse phenomena. A scientific theory is an empirical theory with charac-
teristics that may include ontologically corresponding to the world, being as
universal and as simple as possible, and being explanatory. Rapp (1981) claims
that basic research in engineering sciences and natural sciences share the use
of empirical method, and the formulation of theories in mathematical terms.
However, mathematical theories that are not claims about the physical world
are not empirical theories. Pure mathematics only solves problems with respect
to a formal axiomatic basis. The claim that a mathematical theory describes
the physical world would make it also an empirical theory. Some empirical the-
ories are represented in non-mathematical ways. Visual diagrams are common
in sciences such as chemistry, mechanics, and optics. In engineering, Ferguson
(1992) describes the long history of visual diagrams to represent designs. The
function of diagrams in science and engineering is to express claims about
the structure or behavior of the world; they can be falsified by them or their
consequences failing to correspond to the world, and so are empirical theories.

I define ‘engineering theories’ as empirical theories used to reason about
the performance of artefacts with respect to requirements. To reason about
artefacts and requirements, artefacts’ designs and requirements’ specifications
must be explicitly defined as objective content. Designs (and specifications) are
neither commands nor propositions. They are terms that can be used in com-
mands (“Create an artifact like this design!”) and propositions (“That artefact
is like this design.”). Designs can be used prescriptively (e.g., as instructions
to create a new artefact) or descriptively (e.g., to characterise a mine site
before blasting, or to reverse engineer a competitor’s product). Engineering
theories include adaptations of scientific theories, and empirically-validated
mathematically-represented theories specifically developed within engineering
research. However, engineering theories also include rules of thumb, laws of
similitude underlying physical models (Vincenti 1990), tables of performance
data intended to be suitable for interpolation over a limited range of a few
variables, or factors of safety that emerge from engineering practice (Clausen
and Cantwell 2007). Some previous authors have struggled to call some of these
instruments ‘theories’—I discuss Koen’s (1988) objections below in section 6.

Below I discuss characteristics of engineering theories that have epistemo-
logical ramifications. These characteristics also distinguish engineering from
science, as discussed in section 4.
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3.1 Sufficient to be Phenomenological

Scientists aim to create fundamental theories that correspond ontologically
and behaviourally to the world, and that explain and predict underlying rela-
tionships between phenomena. Scientific investigation in a new field can start
with the collection of data tables about phenomena. However, such tables are
acceptable in science only as the starting point for the development as a more
general, more precise, and more explanatory theory.

Engineers might prefer such theories, but are often satisfied with theories
that merely predict phenomena, even if they have no explanatory power or
ontological correspondence with the world. Consider the data tables of aero-
dynamic performance of wing-sections, discussed by Vincenti (1990). These
do not explain how air flows over wing sections, nor why one wing section
performs better than another. They are only phenomenological. Nonetheless,
they are the result of systematic empirical studies, support predictions about
the performance of wing sections, and informed the design of early aeroplanes.

If and when deeper and better theories (from science or engineering) later
become available then engineering practice may evolve to use them instead.
Nonetheless, limited phenomenological theories can sometimes remain suffi-
cient within engineering. If data tables or rules of thumb are sufficiently gen-
eral, precise and accurate for engineering purposes, then there may be no
need to replace them with a more ‘scientific’ theory. Vincenti (1990, p. 193)
argues that sometimes science is never called on to provide an explanatory
theory for designs, and provides as an example the engineering development
of knowledge of flush riveting in aeronautics. Although the process to gener-
ate this knowledge was analytical, empirically-grounded, and made occasional
use of mathematical equations, this phenomenological body of theory matured
without the specific use of explanatory scientific theories.

3.2 Wide Variety of Levels of Precision

Engineering theories can be very precise, but many are conservative approx-
imations. An approximate theory can be severely tested against its defined
range of allowable performance. The weaker claims of less precise theories can
sometimes work as a trade-off to increase confidence in the accuracy (validity)
of those claims. Petrowski (1996, p. 63) says “Because engineers know that
theoretical calculations and predictions can seldom capture all the variability
in detail that exists in reality, they are not expected to be perfect. The way en-
gineers have long used design formulas derived from analysis is to apply them
conservatively in order to take into account a multitude of uncertainties.” An
example are safety factors for the performance of an artefact. (Clausen and
Cantwell 2007) The use of safety factor rules may lead to suboptimal design
decisions. However, drawing on Simon’s (1969) concept of ‘satisficing’, Clausen
and Cantwell discuss how these decisions may be ‘good enough’.
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Laymon (1989) discusses the role of idealisation in engineering, and ob-
serves that scientists also simplify their descriptions of phenomena. Nonethe-
less, in science the challenge is to push theories to the limits of their precision,
and to understand at this limit whether falsification is due to a fundamentally
false theory, calculational mistakes, or experimental error. In contrast, theo-
ries in engineering only need to be precise enough for the theory to be used
(reliably enough) to analyse some class of designs with respect to requirements.

3.3 Wide Variety in Limitations on Scope

Engineering theories can have a wide scope of applicability, but are often highly
limited. Their scope can be limited to specific environmental conditions, to a
specific class of designs for artefacts, or to making predictions about specific
kinds of behaviors. The data tables of wing-sections discussed by Vincenti
(1990) again provide an example from industrial practice. These were not a
general theory of air flow over any surface, but instead allowed engineers to
predict the performance of wing-sections only within a narrow range of shapes
and wind-speeds. Other examples are discussed by Cuevas-Badallo (2005), who
examines Hooke’s Law and its limitations in only applying to some materials,
and only within a limited range of stress (the elastic range) of those materials.

Engineering theories can be more constrained than they need to be. That
is, it would often be possible to validly broaden the conditions under which
they are applicable. However, if an engineering theory’s conditions are part of
or derive operating conditions that are acceptable for the use of an artefact,
then this can be satisfactory for engineering purposes.

Limitations on the scope of engineering theories can arise from their deriva-
tion as ‘special cases’, where assumptions about environmental conditions or
designs are factored into general theories. This may be done to improve the
instrumental properties of the theory, such as its cost or ease of use. Limita-
tions on scope can also result from the research method used. An example is
parameter variation. (Vincenti 1990) The method determines the performance
of artefacts across a parametrically-defined space of designs, and the scope
of the resulting theory is limited to artefacts within that constrained design
space. A theory with narrower scope can also be easier to validate empirically.

3.4 Wide Variety of Target Qualities

Science has traditionally studied pure physical phenomena: space, time, mat-
ter, or energy. Modern sciences study a broader range of phenomena, including
for example the psychological study of subjective sensations, or the behaviours
of ecological systems. Engineering analyses can include all of these phenom-
ena, but de Vries (2010) notes that engineering theories also consider an even
broader variety of socio-technical qualities that are not part of science. These
include the cost to design, build and operate an artefact, the time required
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to design and build an artefact, the level of safety in the operation of an
artefact, and the usability of an artefact in operation. Engineering require-
ments can constrain all of these qualities. Advances in engineering knowledge
for the design, analysis, construction and operation of artefacts can be made
to improve artefacts against criteria on these dimensions. Engineering design
requires trade-offs to be made in performance between these physical and
socio-technical qualities.

3.5 Wide Variety of Instrumental Properties

Engineering theories have instrumental properties, which can include the level
of expertise required to effectively use the theory, the time or cost required to
perform calculations using the theory, or the level of detailed design informa-
tion required by the theory. Popper (1972, p. 95) thought that concerns about
the difficulty of understanding and using theories were not worth pursuing.
For science, there are opposing views. McMullin (1985) claims that throughout
history, scientists have created simplified descriptions of the world (‘Galilean
idealisation’), in order to make practically feasible the analysis of complex real
world problems. Weisberg (2007) argues that Galilean idealisation is progres-
sively abandoned by scientists as increasingly powerful analytical techniques
are developed, letting them work effectively with more complex and accurate
models.

Whether or not the difficulty of understanding and using theories is im-
portant in science, it is certainly an important consideration in engineering.
Vincenti (1990, p. 132) discusses that analytical tools within engineering must
be inexpensive and fast enough to apply, and must also be able to be used
reliably, without calculation errors. Simon (1969, pp. 124–125) also notes that
designers work with limited mental and physical resources in creating their
designs, and applies his notion of bounded rationality to the process of design.
Trade-offs in choosing between candidate designs for an artefact usually in-
clude cost considerations, but this involves not just the costs of materials and
construction of the artefact, but also the costs of using engineering theories to
analyse the candidate designs.

3.6 Multiple Overlapping Theories

Scientists within a field tend to hold only one theory, or consider a few com-
peting alternative theories with the widest possible scope and most extreme
precision. In engineering, there may be many as-yet-unfalsified theories with
different levels of precision, different scopes of applicability (applying to dif-
ferent classes of designs, or ranges of operating conditions), or different instru-
mental properties in how easily or quickly they are able to be used.

Because of this, the forefront of engineering knowledge in a domain is not
necessarily a single theory, but can instead be a set of multiple overlapping
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theories, each of which is the ‘best’ in terms of one or a combination of these
characteristics. Trade-offs can be made in the selection of theories. So, an en-
gineering theory need not be rejected entirely unless it fails to correspond with
reality or is dominated by another theory across the range of these characteris-
tics. For example, an engineering rule of thumb may have a very narrow scope
of application and coarse level of precision compared to every other alternative
theory, but be retained within the engineering body of knowledge because it
is the most inexpensive and quick to use.

Arguably science, too, can work in a similar way. Levins (1966) discusses
trade-offs in biological science in the creation and use of scientific models,
with particular regard to trading generality for realism and precision. Weis-
berg (2007) builds a broader ‘Levinsonian’ concept of model idealisation in
science. Incompatible scientific models might be retained because each has
explanatory power within a narrow domain, or because together they have
greater predictive power. Nevertheless, in science, ceteris paribus, it is a suf-
ficient basis for theoretical development to replace overlapping theories by
a more general one. This contrasts with engineering, where holding onto an
unfalsified theory is only undesirable if it is dominated by other engineering
theories across the complete range of useful criteria.

4 Countering Misconceptions about Engineering

There are many common misconceptions about engineering, which include that
it is science, applied science, trial-and-error, mechanical application of knowl-
edge, or technology. Here I briefly review some of the arguments against these
misconceptions. This section helps to justify that the philosophy of engineering
is not vacuous nor subsumed by the philosophy of science.

4.1 Engineering is a Science?

Engineering is often taken to be ‘scientific’, e.g. as seen in section 1. Bunge
(1966) discussed the application of scientific method to technology, and equated
technology with applied science (see section 4.2). Boon (2011, p. 66) holds more
strongly that ‘engineering sciences’ and natural sciences “. . . cannot be funda-
mentally distinguished in the sense of having fundamentally different epistemic
aims and methodologies.” However, here I argue instead that engineering re-
search is only similar to science, and is not part of science.

When contrasting engineering with science, we could consider various senses
of ‘engineering’: practice, research (including research method), the discipline
overall, or the profession or occupation. Of these, engineering research is the
closest to science, so unless otherwise specified, we can conservatively read
that for ‘engineering’ here. Nonetheless, I argue in the subsequent paper (on
methodology) that there are not sharp lines between engineering practice and
engineering research.
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Engineers Use Theories and Methods Not Acceptable in Science Engineers
may use or adapt scientific theories, but also use other theories that would
not be acceptable within science. As discussed above in section 3, engineering
theories can be phenomenological, be highly approximate, and have a highly
limited scope. In contrast, scientists aim to create theories that are fundamen-
tal or explanatory, are as precise as possible, and are as universal as possible.
Engineering methods can also be unacceptable within science. Parameter vari-
ation is systematic, replicable and empirical, but is not scientific because it
only leads to phenomenological theories with a highly limited scope.

Engineering Targets Requirements Whereas Science Does Not There is a tele-
ological difference between science and engineering. Simplistically: science tries
to understand the world, whereas engineering tries to change it. Simon (1969,
pp. 4–5) says science “has found a way to exclude the normative and to concern
itself solely with how things are,” in contrast to engineering’s concern of “how
things ought to be in order to attain goals, and to function.” Similarly, Vin-
centi (1990, pp. 134–135) argues that although engineering research is similar
to science (both conform to natural laws, diffuse through similar mechanisms,
and are cumulative), they differ because the ultimate goal of science is the
understanding of nature, but for engineering is the creation of artefacts.

However, this simplistic distinction is true only for a simplistic view of
science and engineering. The situation can be more complex. Engineering re-
searchers often create and test descriptive theories about materials or struc-
tures by performing controlled experiments, for use in the analysis and de-
sign of artefacts. Rapp (1981) argues for the view that engineering research is
mostly descriptive when formulating and empirically testing theories. Vincenti
(1990, pp. 195–198) also says that descriptive knowledge of how things are is
a fundamental kind of engineering knowledge. On the other hand, scientists
sometimes create and test artefacts to meet precise requirements, for use as
scientific instruments. Regardless, the over-arching difference remains. Brooks
(1996, p. 62) says on this, “A high-energy physicist may easily spend most of
his time building his apparatus; a spacecraft engineer may easily spend most
of his time studying the behavior of materials in vacuum. Nevertheless, the
scientist builds in order to study ; the engineer studies in order to build.”

Houkes (2009) identifies a objection to arguments for the epistemic eman-
cipation of engineering from science resting on the ‘truth vs usefulness’ (TU)
intuition (that science aims for truth whereas engineering aims for usefulness).
The objection is that if one cannot rule out an instrumental notion of science,
then science may ultimately be evaluated by its usefulness, and so not be eas-
ily distinguished from engineering. My counter is to refine the TU intuition:
engineering theories are not primarily evaluated by their usefulness, but are
instead about uses, and are evaluated by their validity in corresponding with
those uses. It does not matter for the epistemic emancipation of engineering
from science whether scientific theories are evaluated instrumentally or not.
Science does not in any case make claims about requirements.
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4.2 Engineering is an Applied Science?

If engineering is not a science, might it still be an applied science? Engineers
do often apply or adapt scientific theories, and early work on the philosophy
of technology equated technology (including engineering) with applied science
(Bunge 1966). Historians and philosophers have more recently taken a different
a view. Layton (1971) describes as a misconception the idea that engineering is
merely applied science, and explores the consequences of that misconception on
policy. van de Poel (2010, p. 5) summarises a number of recent philosophical
papers on the relationship between science and engineering, saying there is
“. . . one point of agreement: engineering is not applied science.”

As with engineering, there is no widely accepted definition of applied sci-
ence. Applied science and engineering have several commonalities. For exam-
ple, both draw on general scientific theories, and develop specialised forms
which are limited to a narrow scope of application. These limited theories
would not be acceptable as ideal theories within pure science. Also, both are
concerned with the development and use of applicable theories, and so are both
concerned with understanding phenomena in the context of some requirement.

However, there are differences. While applied scientists and engineers both
perform analyses of designs for artefacts, engineers are typically more con-
cerned with the creation and realisation of those designs. Although both seek
to analyse artefacts’ behaviour with respect to requirements, engineers are in
many countries legally privileged and regulated in their ability to provide as-
surances about artefacts; particularly about safety or reliability. Engineers are
also typically more concerned than applied scientists with the discovery and
characterisation of requirements.

That engineering does not always apply science is evident from historical
cases where engineering discoveries have preceded scientific explanations. Lay-
ton (1971) considers this issue in depth, and notes cases in elasticity, hydrody-
namics, and thermodynamics where engineering discoveries have transferred
to science. An important case is Carnot’s theory of the performance of en-
gines. Carnot was a professional engineer, and the Carnot heat engine was an
idealised engineering theory intended to be applicable to a range of steam en-
gines. Layton discusses that it was formulated not as a scientific explanation of
thermodynamics, but instead to express an idealised design principle. Carnot’s
theories were later revised and further generalised by others (Clausius, Kelvin)
and adopted into science as part of a more general theory of thermodynamics.

Two other reasons for why engineering is not applied science have been
presented earlier, in the arguments for why engineering is not science. Firstly,
engineering accepts and uses phenomenological theories and methods which
are undesirable within science. Secondly, some engineering analyses address
qualities (including cost and socio-technical issues) that are not considered in
the sciences. These kinds of theories are not acceptable in science and so will
not be available to be used by applied scientists.
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4.3 Engineering is Mechanically-Applied Knowledge?

Sometimes it is said that after basic research is completed, the creation of an
artefact is “just a matter of engineering”, i.e. a straightforward or mechanical
application of that knowledge. Reality is usually rather different; engineering
research and practice are usually exploratory and creative.

Firstly in engineering research and practice, requirements are often not ini-
tially well understood. Rapp (1981) identifies sources of engineering require-
ments, including customers in the market, and regulatory political institutions.
However, many requirements for the use of an artefact may not initially be
known by anyone, including the users. Engineers do not create the underlying
needs, but often discover them. As repeatedly discussed by Vincenti (1990) and
Johnson (2009), engineers are usually closely involved in the explicit definition
of requirements specifications. The explication and validation of requirements
for artefacts, and the refinement of those requirements specifications, is part
of the growth of engineering knowledge. Knowledge about requirements and
how to best represent them can evolve in conjunction with, or subsequent to,
the initial creation of artefacts intended to address those requirements.

Secondly, design is a creative act that should not be limited by simple
mechanism. The knowledge of how to create designs is different to and not
necessarily apparent from the knowledge of how to predict the performance
of artefacts. The distinction of design from analysis has been widely noted by
previous authors. Petrowski (1996, p. 2) notes that mathematics and science
do not directly derive designs. Vincenti (1990), following Polanyi (1958), says
that scientific laws “in no way . . . contain or by themselves imply the [op-
erational] principle” of an artefact. Nevertheless, whether human creativity
is required to produce designs is not entirely black-and-white. Simon (1969,
pp. 118–130) describes how computers can search for candidate designs. This
may be ‘heuristic’ in that the generated design candidates require further the-
oretical analysis and empirical testing, but increasingly, theoretical analyses
can be incorporated directly into computer-supported search or optimisation
mechanisms. Regardless, it is possible that potential designs may lie outside
the design space encoded in such computer programs.

4.4 Engineering is Trial and Error?

One pejorative misconception of engineering is that it is just ‘trial and error’.
It is true that engineers perform trials, and these trials may discover errors.
However Vincenti (1990, pp. 48–49), quoting Campbell (1974) and Popper
(1974), argues that this ‘blind’ search is not random. Just as a blind person
can feel their way incrementally through an unknown room, so too scientists
and engineers can develop knowledge about unknown phenomena and the
performance of artefacts.

Consider the engineering method of parameter variation (Vincenti 1990).
This is the systematic exploration of a design space, by varying the value of
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design parameters within that space. The method runs repeated trials of dif-
ferent parameter configurations, most of which will not perform as well as the
best configuration. So it is in some sense is ‘trial and error’. Nonetheless, un-
derlying the method are creative and ever-improving theoretical ideas about
how to parameterise the design space, what performance characteristics to
measure, and the possible impact of the parameters on performance. Engi-
neering knowledge guides these trials: the results are initially unknown, but
the method is not random.

4.5 Engineering is Technology?

Most modern technologies are developed and realised through engineering re-
search and practice. Engineering usually deals with technologies, but is en-
gineering research or practice the same as technology? van de Poel (2010)
summarises various conceptions of technology (as artefacts, as activity, or as
knowledge and purposive action), leading to various positions on its relation-
ship to engineering (respectively, as a product of engineering, as the perfor-
mance of engineering, or as a body of engineering knowledge and skill). Bo-cong
(2010) argues to distinguish between technology because they have different
activities, achievements, thinking styles, communities, standards, institutions,
and cultures.

It is clear that technology and engineering are not identical, because some
technologies can be developed and used without engineering, through craft
activity or through improvisation. Davis (1996) notes that technological de-
velopment has been occurring since pre-historic times, whereas engineering is
more recent. For example, a stick used as a club is a primitive technology,
which can be developed and used without objective engineering analyses. On
the other hand, engineering is not just a subset of technology, because engi-
neering analyses are sometimes applied to naturally occurring situations. For
example, engineers might hydrologically assess the requirement that a commu-
nity living in a flood plain be safe from flooding. The object under analysis here
(a plain) is not a technology. What distinguishes engineering from technology
is methodology—a systematic approach for the use and growth of objective
knowledge about how the physical world can be made to meet requirements.

5 A Model of Engineering Knowledge

What kind of thing is engineering knowledge, and how is it structured? In this
paper I focus on objective engineering knowledge, which is communicated as
written text, diagrams, and mathematics, and which is typically transmitted
through university curricula, textbooks, patents, technical reports, journal pa-
pers and conference presentations. In the engineering of specific artefacts in
practice, requirements specifications and designs are also elements of the ob-
jective knowledge base. Taxonomies of engineering knowledge (Houkes 2009)
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include other kinds of knowledge, but these are not covered by my models.
In this section I propose a model that represents the inter-relationships be-
tween the three key elements of engineering noted in section 2: artefacts (and
their designs), artefacts’ uses to meet requirements (and specifications of this),
and engineering theories that support claims that artefacts’ uses meet their
requirements. The structure of the model underlies the logical treatment of
engineering theories in section 6.

The model uses Popper’s (1972; 1977) three worlds ontological framework.
World 1 is the world of physical entities and phenomena. World 2 is the world
of mental or subjective states and events. World 3 is the world of objective
content: knowledge and products of thought that can be explicitly recorded or
spoken. The worlds are not distinct, because mental states have a physical basis
and because objective knowledge can be understood and can be physically
represented. There are direct interactions between World 1 and World 2 (e.g.
sense perception and the will to act); and between World 2 and World 3 (e.g.
representation and understanding). Interactions between World 1 and World 3
(e.g. prediction of empirical phenomena by theory) are only indirect. They are
mediated by the second World of human understanding and intention.

The model of engineering knowledge proposed here is depicted in Figure 1.
The model makes explicit that engineering theories are about, and connect,
both requirements on usage situations, and artefact performance. It abuts
two instances of Popper’s framework. One instance represents the relationship
between (changes to) the situation of an artefact’s potential or actual use in the
world, and its formalisation as a requirements specification. The other instance
represents the relationship between the artefact’s presence and performance
in the world, and its formalisation as a design. The two instances of Popper’s
framework are connected by reasoning within World 3 about why designs meet
specified requirements, and therefore (according to an engineering theory) why
actual artefacts (when those artefacts correspond to the designs) can bring
about required changes in the usage situation (when the situation and changes
correspond to the specified requirements). Of course, the two instances of each
of the three worlds is not a claim that there are now six worlds! Instead, the
two instances merely represent different parts of each of the three worlds.

This model does not distinguish between worlds teleologically nor by dis-
cipline, and so is in contrast with Chakrabarty (2012) who claims that manu-
factured artefacts cannot be part of World 1 because they are not natural, and
is in contrast with Bo-cong (2010), who proposes a ‘fourth world’ of physical
man-made objects. My stance is consistent with Popper (1978, pp. 162–163),
who explicitly admits designs as ordinary World 3 objects and artefacts as
ordinary World 1 objects.

I hold that the intentional nature of an artefact is not inherent in the
physical object, because people can use naturally-occurring (intention-free)
objects for purposes, and can use existing devices (built for old purposes)
for alternative purposes. However, the purpose can be related to the object.
My conception is somewhat similar to the view of Kroes (2002, pp. 294),
who defines a composite notion of ‘technical artefact’ as “a physical object
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Fig. 1 Elements of Engineering within Popper’s Three Worlds. The numbers 1–5 indicate
the roles played by engineering theories.

with a technical function. This characterisation of a technical artefact makes
it a hybrid kind of object which does not fit in either the physical or the
intentional conceptualisation.” I would say that artefacts as built fit a physical
conceptualisation, and artefacts as used fit an intentional conception. Still, like
me, Kroes does not consider that the purposes are intrinsic to the physical
object.

My model is more directly similar to the views of Houkes and Vermaas
(2009) and Houkes et al. (2011) on the dual-nature of artefacts, who describe
intentions as relative to a use-plan for the artefact. Thus the top half of Fig-
ure 1 deals with use-plans, the bottom half with physical artefacts, and their
relation is achieved or justified by engineering theories linking high-level re-
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quirements specifications to low-level designs. Linking theories include what
Polanyi (1958) calls ‘operational principles’: rules for achieving a material ad-
vantage. Understanding this material advantage (the change being brought
about in the usage situation) is important to understanding the operational
principle; knowledge of an artefact’s behavior is not in itself sufficient to know
how well it can be used to make a needed change in the world.

In engineering, ‘requirements’ may be variously conceived as changes to
be brought about in usage situations, as intended or perceived needs, or as
written specifications. These three different conceptions of requirements cor-
respond to the three worlds respectively. They are also associated with dif-
ferent conceptions of ‘quality’ in engineering: ‘fit for purpose’, ‘functions as
intended’, or ‘functions as specified’, respectively. In Garvin’s (1984) survey of
definitions of product quality, these are called user-based, product-based, and
manufacturing-based definitions. Something is a ‘need’ when mentally judged
(in World 2) to be one. However, the potential or actual use of an artefact is
a World 1 thing, and the physical situation which is changed by the use of
an artefact (which has or can be judged to be a problem situation) is also in
World 1. A description of the needs for the physical situation may then be
rendered as a requirements specification (World 3). This is somewhat analo-
gous to science, where physical stimuli (World 1) may judged (World 2) to be
observations of physical phenomena (World 3). In science, World 1 is taken
to be prior, because science is descriptive. Engineering theories are often used
prescriptively, in which case World 2 is prior (subject to World 1 constraints
on feasible realisation). Regardless of the reference point, what is important
for engineering purposes is striving for the worlds to be in correspondence.

In general, requirements might be infeasible. (Rapp 1981) says that real-
isable requirements, like scientific theories, are constrained by [p. 46] “logic
and the laws of nature”. However, within that broad space, requirements are
otherwise somewhat contingent, constrained by whether their consequences
are deemed to be acceptable. Requirements include not just the main function
of an artefact, but also acceptable side-effects and acceptable operational and
environmental conditions of use. Rapp (1981) notes that even if a technolog-
ical action achieves its main goals, it may be abandoned if its side-effects or
secondary consequences are unacceptable. (For example, a laptop computer
might run standard software, but be abandoned if it becomes painfully hot.)
Similarly, requirements also encompass the range of acceptable environmental
conditions for the use of an artefact. (For example, most watches do not work
underwater, but this would not be an acceptable environmental constraint for
a scuba diver’s watch.) Environmental assumptions about the context for the
future use of an artefact can never be completely known. For natural disasters,
engineers must make reasonable assumptions about the likelihood of disasters
of particular magnitudes. When guarding against failure of an artefact because
of a hostile attacker, engineers must make reasonable assumptions about the
resources available to attackers.

Figure 1 shows five roles played by engineering theories, for connections
within World 3 and between Worlds 1 and 3. Theories are themselves objective
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knowledge (World 3) and so must only contain World 3 elements, but these
may be interpreted empirically. Any individual theory may play one or more
of the five roles:

1. characterisations of changes to be brought about in usage situations, rep-
resented (i.e., formalised, documented) as requirements specifications;

2. claims about how high-level requirements specifications can be decomposed
to lower-level requirements specifications;

3. claims about how requirements specifications can be satisfied by a design;
4. claims about how high-level designs can be decomposed to lower-level de-

signs; and
5. characterisations of artefacts and their behaviour, represented (i.e., for-

malised, documented) as designs and descriptions of behaviour.

Theories playing roles 1 and 5 are directly empirical, because they are claims
(in World 3, as understood in World 2) about the real world (World 1, as
understood in World 2). Theories playing the other three kinds of roles in-
stead are only indirectly empirical, because they are claims (in World 3, as
understood in World 2) about how theory elements (in World 3, as understood
in World 2) are related to each other. They are indirectly empirical because
their claims are only vicariously connected to the real world through theories
playing roles 1 and 5. Theories playing roles 2 and 4 may be recursively ap-
plied over a hierarchy of requirements or design decompositions. The five roles
are related to logical formulae representing engineering theories in section 6.
They are also used in the subsequent paper (on methodology) as a taxonomy
of falsification and responses to falsification in engineering.

The model describes entities, relationships, and theories within engineering,
but is not a process model for engineering design. Some engineering problems
may be resolved in order from the top of the diagram to the bottom—from a
physical situation judged to have some unmet need, through to the realisation
of a design as an artefact whose use would satisfy the need. However, the
engineering process can play out in other ways. For example, the extraction of
mineral ore might proceed largely in reverse. This might start with a number of
potential artefacts (candidate mine sites) as a given, followed by the descriptive
creation and engineering analysis of ‘designs’ for the extraction of ore from
discovered mineral deposits. Or, engineers might perform a ‘design recovery’
on an extant artefact as part of reverse engineering, to reconstruct a lost design
or to create a more accurate new design. All of these processes are constrained
by the need for explicit justifications for rational arguments supporting claims
that artefacts will perform to meet their requirements. The model can be seen
as a structure for these arguments, but not the process which constructs these
arguments.

My model is not a taxonomy of all kinds of technological or engineering
knowledge. Nonetheless, it is comparable to some of the taxonomies listed by
Houkes (2009). My model is most similar to the taxonomies from de Vries
(2003) and Ropohl (1997). Theories playing role 1 are similar to de Vries’
‘Functional-nature knowledge’ and cover parts of Ropohl’s ‘Socio-technical un-
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derstanding’. Theories playing role 5 are similar to de Vries’ ‘Physical-nature
knowledge’ and Ropohl’s ‘Technological laws’. The overall connection between
requirements and design played by theories in roles 2–4 are similar to de Vries’
‘Means-ends knowledge (which Houkes calls ‘Knowledge of physics-function re-
lation’). Role 3 is similar to Ropohl’s ‘Functional rules’ and role 4 to Ropohl’s
‘Structural rules’. For tacit knowledge, de Vries’ category of ‘Action knowledge’
(which Houkes calls ‘Process knowledge’) and Ropohl’s category of ‘Technical
know-how’ have no direct analogue in my model. However, objective proce-
dural knowledge can be captured as descriptions of instructions in theories
playing roles 2–4. Vincenti’s (1990) categories are only roughly related to my
model: ‘Fundamental design concepts’ and ‘Design instrumentalities’ would
include theories playing roles 3 and 4, ‘Criteria and specifications’ would in-
clude roles 1 and 2. The categories ‘Theoretical tools’ and ‘Quantitative data’
could include theories playing any role, while ‘Practical considerations’ is only
partly covered by propositional theories playing any role. Faulkner’s (1994)
categories don’t neatly align with my model: ‘Related to the natural world’
corresponds to role 5, but ‘Related to final product’ includes theories playing
roles 1 and 5, and ‘Related to design practice’ includes theories playing roles
1–4. ‘Related to experimental R&D’ could include theories of any role, and
‘Related to knowledge’ has no analogue to any of the roles. Overall, my model
distinguishes different kinds of objective knowledge about requirements, arte-
facts, and their relationship, but does not have a straightforward treatment
of tacit knowledge (see section 7). It captures declarative engineering theo-
ries, but captures procedural objective knowledge only when it is embedded
in some indicative claim.

6 Engineering Theories as Logical Theories

The deductive-nomological view of scientific theories as logical theories is an
abstract view of scientific knowledge well-known within the philosophy of sci-
ence. Here I present an analogous logical view of engineering theories which is
ontologically grounded in the three worlds model of the previous section. The
following can serve as a general logical form for a rule in a scientific theory:

A(x) ` P (x)

A scientific theory claims that for all states of the world x where antecedent
conditions A apply, then predicted phenomena P occur. Properties of observed
actual phenomena must be within the theory’s predictions. x may refer to an
individual state of the world, or a collection of states constrained by A.

In section 2 I discussed the three recurring elements of definitions of en-
gineering: artefacts (and their designs), artefacts’ requirements for use (and
their specifications), and engineering theories that support claims that arte-
facts meet their requirements for use. So, terms for designs and requirements
should appear within engineering theories. The ontological framework in sec-
tion 5 describes these elements of objective content, their interpretation as
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real-world entities, and the correspondence relations between them as claims
supported by engineering theories. Simon (1969, p. 5) lists three terms required
for the analysis of artificial things: “. . . the purpose or goal, the character of the
artefact, and the environment in which the artefact performs.” In addition to
designs and requirements, we can introduce a term for the environment, which
like antecedent condition A in scientific theories limits the scope of engineering
theories. Although I formally distinguish the environment from requirements,
the acceptance of constraints on the environment is usually taken within engi-
neering to form part of the broader requirements for an artefact. The following
can serve as a general logical form for engineering theories:

[E(x, a);D(a)] ` R(x, a) (1)

That is, an engineering theory claims that for any state of the world x, in-
cluding an artefact a, where acceptable environmental conditions E apply in
the world and to the artefact, and where the artefact fits a design D, then
requirements R will be satisfied. When applied to reason about a specific arte-
fact, the requirements for the artefact must be within the theory’s predicted
performance of the artefact R, and the actually-acceptable limitations on the
specific operating environment must contain the theory’s environmental con-
ditions E. Designs are usually abstractions, often expressed in a form that is
consistent with relevant analytical theories. Multiple artefacts may satisfy a
single design, and a single artefact may satisfy many designs.

Formula 1 can be decomposed using modus ponens:

[E(x, a);D(a)] ` B(x, a) (2)

[E(x, a);D(a)] ` B(x, a)→ R(x, a) (3)

Engineers may use one set of rules (formula 2) to predict artefacts’ behav-
ior B, then separately reason (formula 3) about how that behavior satisfies
requirements R, thus deriving the overall claim (formula 1). This problem
decomposition allows the development and use of generic theories to predict
performance. The claims of a very general theory are unlikely to be identical
to particular requirements specifications R, but may entail them.

Hoare (1996) and Rushby (2013) present logical formulations of engineer-
ing theories and safety arguments which are generally consistent with this
view. (However, Rushby also encodes a kind of defeasible logic to accommo-
date possible defeaters, which I regard as methodologically unacceptable, as
discussed in section 6.1.) Hoare sketches an example of an industrial control
system: a tank containing a liquid, with input and output valves. Here I adapt
Hoare’s example to my scheme above. For discussion I consider only one safety
condition—Hoare discusses how logical conjunction can be used to separately
treat individual requirements, but this is not shown here. Hoare provides a
safety specification on the level of liquid v in the tank: minv ≤ vt ≤ maxv
for all times t after starting. Let us call this condition within limitst . From
the operator’s perspective, the tank should be safe during operation, but an
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untrained operator will not necessarily know about or understand issues as-
sociated with the level of liquid in the tank and how that impacts on safety.
Adapting the formalisation of safety arguments by Rushby (2013), we can in-
stead define a condition for the need for safety in use, safet. This is only vaguely
defined here, and in engineering practice, safety requirements are usually con-
crete claims about there being no loss of life or serious injury. Still, let us
take it to be R, and take Hoare’s specification as B. So the strategy to ensure
safety is within limitst → safet for times t, which is the consequent in for-
mula 3. This has the status of a conjecture, or claim, and may be falsified. For
example, the system may become unsafe if the tank ruptures. Rushby expands
this logical treatment of claims to handle all identified hazards. Nonetheless,
such claims remain tentative because some hazards may remain unidentified.
Hoare notes some elements of the environmental conditions E (e.g. that the
flows are liquid) and design constraints D (e.g., that valves settings are within
defined limits). Equations predicting flow are also given, which depend on the
setting of the output valve and the volume-dependent pressure in the tank.
These are like lemmas supporting formulae 2.

So, while we can look at engineering theories from a logical perspective,
we see that the terms x, E, D, B, and R all have an empirical interpretation.
They can be instantiated with empirical observations, i.e. judgements that
measurements or perceptions of phenomena are characterised by those terms.
The empirical validity of these terms as constructs is critical to sustaining the
overall empirical validity of the engineering theory. The three worlds ontolog-
ical framework from the previous section outlines the empirical grounding of
these terms. In terms of the roles of engineering theories shown in Figure 1,
formula 2 plays role 5 (artefact’s behavior), and formula 3 plays role 3 (require-
ments satisfied by a design). Formulae 1 and 3 also play role 1 (requirements
as specified), by specifying requirements R as the goal. Theories of roles 2 and
4 allow for the (recursive) decompositions of formulae 2 and 3 respectively.
This is not illustrated here, but Hoare (1996) elaborates a logical perspective
on design decomposition.

The use of empirical theories for engineering analyses was allowed by Pop-
per (1972, p. 352). He discussed how technical application of scientific theories
can proceed as an ‘inversion’ of scientific application. (Inverted because the
theory is used prescriptively, not descriptively.) Given initial conditions (e.g.
perhaps the design of an artefact and also environmental assumptions), and
universal theories, behaviours of the artefact can be predicted to arise. The
schematic form of theories in engineering is an instance of the general form
for scientific theories, and so the logical position is the same: such theories
can be deductively falsified by a counter-example, but cannot ever be deduc-
tively verified by confirming observations. I further discuss the falsification of
engineering theories in a subsequent paper (on methodology).
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6.1 Logically-Uninterpreted Conditions in Engineering Theories

Theories have conditions which limit the scope of their application. Many of
these play analytical roles; they are worked on as part of calculations under
the theory, and modulate its predictions. However, I note that some conditions
in engineering theories do not play any substantial analytical role in the cal-
culations performed within the theory. Although such conditions may at first
glance seem spurious, and indeed might be for a fundamental scientific theory,
they are important for ensuring the validity of phenomenological theories with
highly limited scope. They carry an inter-subjective empirical interpretation
that limits the application of the theory to defined real-world situations.

Consider engineering theories with limits on acceptable temperature ranges.
Such theories are only applicable within those ranges, but the temperature-
related conditions are not necessarily logically-interpreted. For example, an
engineering theory related to the performance of steam turbines may be lim-
ited to a specific range of operating temperatures, but within that range pro-
vide rules of calculation to determine how the performance of the turbines
varies with the operating temperature. In this case, the temperature condition
would be a logically-interpreted condition. However, another idealized engi-
neering theory concerned with water pumps might use fluid-flow equations
that carry an assumption about temperature that restricts the application of
the theory to operating temperatures where water is liquid, but within that
temperature range the operating temperature may not be used by the rules of
the approximate theory to vary the predicted performance of the pump. In this
case, the temperature condition would be a logically-uninterpreted condition.

Such conditions are ‘extra-logical’ because they only have impact on the
operation of the theory through their interpretation outside of the formal ax-
iomatic system. From a formal perspective, they are uninterpreted constants,
and are thus free to be given any interpretation. Nonetheless, when used as
part of engineering theories, I agree with Popper (1959, p. 53) that primitive
terms in a theory should not be left implicitly defined. Popper (1959, p. 61)
rejects this because he sees it as a ‘conventionalist stratagem’ whereby scien-
tific theories are left as logical constructions implicitly defined by the world,
rather than standing in tentative correspondence to it. I reject it for engineer-
ing theories too, even if they are only phenomenological. Engineering theories
will not necessarily stand in deep correspondence to the world, but should
be reliably inter-subjectively testable and must reveal their failure when engi-
neering failures occur. This can only happen if the conditions under which an
empirical theory may be severely tested are explicitly defined.

As mentioned earlier, Rushby (2013) uses logically-uninterpreted constants
as antecedent conditions to represent possible defeaters. In addition to these
conditions not being logically-interpreted, they are also not explicitly empiri-
cally interpreted. This is the stratagem rejected by Popper for science, and by
myself for engineering. From the perspective of critical rationalism, the overall
growth of knowledge is in a sense defeasible because theories are tentative.
However any individual theory must be falsifiable because otherwise it would
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admit any observation. Rushby’s implicit-defeaters are only interpreted em-
pirically post-hoc. Only by being clearly falsified are we able to deduce that
something is wrong with our theory, and begin the search for a better one.

Logical assumptions play a direct role in the calculations of a theory, and
so are naturally explicit. However, in empirical theories, it is also critical to
explicitly identify important logically-uninterpreted assumptions and to give
explicit empirical interpretations for them. If left implicit, such assumptions
are like ceteris paribus conditions. Cartwright (1983, p. 45) says “The literal
translation is ‘other things being equal’; but it would be more apt to read
‘ceteris paribus’ as ‘other things being right.” Things rarely go right just by
themselves—a fundamental principle of engineering might be Murphy’s Law:
“Anything that can go wrong will go wrong.” The engineering mind-set must
consider the range of ways in which an artefact may fail. Explicating assump-
tions helps engineers to ensure that things ‘go right’ in use. In engineering,
assumptions carry through to become part of the defined operating conditions
for an artefact, and must be allowable under the artefact’s requirements.

6.2 Objections to Logical View of Engineering Theories

An objection may be raised that logic is not how engineering works in prac-
tice. Engineers don’t write their procedures or rules of thumb as theories, let
alone as logical formulae! Nonetheless, one would not deny it was engineer-
ing purely on this basis, if engineers did start to do this. This is also true
of scientific theories—formal logic is not the actual language of science. The
same point may even be made about mainstream mathematical practice. The
view of engineering theories as logic is abstract in the same way as Popper’s
view of science, or as an idealised view of mathematics. A logical view of
theories preserves a deductively-sound basis for rational reasoning, which one
could in principle fall back to to clarify the details of theoretical arguments in
mathematics, science, and engineering. In fact, the calculational rules used by
engineers are often formally documented, sometimes so rigorously that they
can be encoded as computer algorithms. These rules or algorithms can be
considered to be logical theories, and calculations according to them can be
considered to be deductions within those theories.

Another objection is that a deductive view may be fine for (descriptive)
science, but is not appropriate for (prescriptive) engineering. As Polanyi (1958,
p. 175) notes, “Knowledge can be true or false, while action can only be suc-
cessful or unsuccessful, right or wrong.” If engineering is seen as a technological
action, then it cannot be defined propositionally. Ryle (1945) says that it is
nonsensical to ask whether technological instructions or rules are true or false.
My view is that while engineering acts may be imperative, engineering theories
are indicative. Technological instructions are codified as designs or operational
constraints for artefacts. Is the artefact built correctly according to the design,
or is the design a valid representation of the artefact? As noted earlier, designs
are neither commands nor propositions. Whether a design is used to create
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an artefact, or an existing artefact is reverse engineered to reconstruct a new
design description, the design is in either case a term in an empirical theory
about the artefact. The correspondence of the design with the artefact can be
tested empirically in both cases. What is judged are the results of the actions
of building the artefact, not the imperative to act.

Koen (1988) objected to viewing engineering theories in logical terms, and
instead calls them ‘heuristics’. There certainly are heuristics within the body of
engineering knowledge. For example, design heuristics encode plausible rules
of how to create candidate designs. Such heuristics I call ‘engineering theo-
ries’ if and only if they are also claims that artefacts designed using those
heuristics meet requirements. Koen says that there are four barriers to view-
ing engineering theories in logical terms. Koen’s first point is that engineering
theories do not guarantee a solution. Indeed, no empirical theory guarantees
truth or a solution to a physical problem, not even scientific theories. We can
still free to regard empirical theories in logical terms as conjectures. Koen’s
second concern is that engineering theories can contradict each other. This
is not a logical problem if one of them is false. Such cases are normal in the
growth of knowledge, and are resolved by determining which theories are false,
then rejecting or revising them. However, even true approximate theories may
give different predictions about the same phenomena that are nonetheless each
valid within their claimed limits. Then the different results are not contradic-
tory: instead a new stronger theory may be created by taking the intersection
of their predictions. (If this is empty, then one or both must have be false.)
Or, a weaker theory may be created by taking the union of their approximate
predictions. Koen’s third point is that engineering theories can reduce the time
to solve a problem. This is a key instrumental property, but is not a logical
issue. Koen’s final concern is that the acceptance of engineering theories de-
pends on them being useful, in contrast to scientific theories whose acceptance
depends on correspondence with reality. From my viewpoint this is a concern
about engineering theories being phenomenological and having a limited scope
of applicability, but neither of these issues are a barrier to seeing theories in
logical terms. In logical terms, the environmental conditions in engineering
theories are merely often stronger that in scientific theories.

7 Some Limitations of the Proposals

Models are idealisations, approximations or analogies, and carry limitations
on what or how much they say about a physical situation. Here I identify and
discuss some of the limitations of the models proposed in this paper.

Ethics and Societal Norms The models may provide a partial framework to
discuss epistemological dimensions of ethical issues, but do not themselves
talk directly about ethical issues. Who decides on requirements, and which
requirements should be satisfied?



Critical rationalism and engineering: ontology 23

Different people or groups want to bring about different changes in the
world, and so have different needs and can accept different kinds and levels
of side effects and operational constraints. As a simplifying move in this pa-
per, I have largely avoided the issue of societal norms and their relation to
technology and requirements. Here, societal norms are taken to be absorbed
as part of individuals’ mental states, and so are only implicitly recognised,
as World 2 needs. Requirements can be socially determined, but as will be
discussed further in the subsequent paper (on methodology), requirements on
usage situations are also physically constrained. Needs for usage situations
often only become understood or better known through unexpected physical
consequences experienced in use.

Modern engineering brings new ethical challenges which have significant
epistemological dimensions. Wulf (2004) warns that some modern systems are
so complex that engineers are unable to predict their behavior. In some cases
this is not just due to a lack of knowledge about the systems, but instead
because the problems are ‘wicked’ (Rittel 1972) or because the systems exhibit
discontinuous or emergent behavior of a kind which is physically impossible
to predict. How can engineers ethically create such systems, when there is no
strong basis for justifications that the systems will meet their requirements?

Probabilistic Theories The view of engineering theories as classical logic, dis-
cussed in section 6, does not seem to easily admit probabilistic claims and ap-
proximations, which are common in engineering. One could axiomatize prob-
ability theory in a classical logic and use that to represent empirical theo-
ries. However a common criticism of critical rationalism, particularly from
Bayesians (Howson and Urbach 2006), is that Popper does not deal well with
probabilistic scientific theories. One possible response is to give the general
framework of critical rationalism a Bayesian treatment (Constant 1999; Gel-
man and Shalizi 2012), and then the general framework of Figure 1 might
similarly stand. I have not explored these issues in this paper.

Tacit Knowledge The models in this paper focus on objective knowledge in en-
gineering. However as noted by many authors (Vincenti 1990; Ferguson 1992;
Houkes 2009), various kinds of tacit knowledge are also important within engi-
neering. For example, Vincenti (1990, p. 208) lists six categories of engineering
knowledge, two of which have significant tacit elements and which may not
neatly fit into my proposed model: practical considerations, and design instru-
mentalities (including design know-how).

Tacit knowledge is normally be thought to be personal and mental, and
thus be in World 2. It is normally contrasted with objective knowledge (in
World 3). However, one might argue that there are varieties of tacit knowl-
edge, including skilled muscle memory (in World 1), or even tacit knowledge
encoded as easily-actionable uses in the affordances (Gibson 1979) of physical
artefacts (World 1). Tacit (as ‘implicit’) knowledge might also arguably include
unembodied World 3 objective knowledge—logical consequences of theories
that have yet to be understood or documented.
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This paper leaves as an open issue a complete treatment of all kinds of
engineering knowledge, and in particular a treatment of tacit knowledge.

8 Conclusions

Engineering, like science, is a rational empirical discipline. As in science, the
key criterion for engineering theories is empirical validity. Although engineer-
ing often draws on science, it is not science, and is not merely applied science.
Engineering has its own kinds of knowledge, which are about different kinds of
claims than scientific knowledge, and have different characteristics. Unlike sci-
entific theories, it is sufficient for engineering theories to be phenomenological.
Engineering theories may also be highly approximate or have a very narrow
scope, just as long as they are precise enough and broad enough in scope
to be applicable to the analysis at hand of a particular design for particular
requirements. Competing engineering theories also have different ‘instrumen-
tal properties’, and so require different levels of time, expertise, or cost to
use. Because of these multiple dimensions, the body of engineering knowledge
consists of multiple concurrently-held engineering theories, each with different
precision, scope, and instrumental properties.

Perhaps the most significant difference is that engineering theories deal
with requirements, which are not part of the ontology of scientific knowledge.
There are three recurring elements in definitions of engineering: artefacts, re-
quirements, and engineering theories. I have proposed a model of objective
engineering knowledge using Popper’s three worlds ontological framework that
makes explicit that engineering theories express claims that an artefact (rep-
resented in the theory by a design) will perform in a way that satisfies its
requirements for use (represented in the theory by a requirements specifica-
tion). In the proposed model, two instances of the three worlds capture usage
situations and artefacts respectively. Requirements on usage situations are
represented as requirements specifications, and real world artefacts are repre-
sented as designs. Requirements specifications and designs are linked in the
third world of objective content by reasoning, using engineering theories. The
logical view of engineering theories presented in this paper provides an ab-
stract formulation of the correspondence relationships between requirements
and artefacts that are shown in the three worlds model. I call each of these
relationships a ‘role’ that can be played by engineering theories.

The ontological framework introduced here is used in a subsequent paper
which examines methodological issues in the growth of engineering knowledge.
Building on the logical view of engineering theories presented in this paper,
I explore falsification of engineering theories. I use the five roles played by
engineering theories in the three worlds model as a taxonomy of falsification
and responses to falsification in engineering. Falsification of engineering the-
ories (as logical theories) drives the growth of knowledge within the body of
engineering knowledge, and also allows a treatment of presumptive anomalies
(Constant 1984) and engineering failures. The taxonomy uses the five roles to
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locate the sources of falsification by identifying which correspondence relations
are invalid. As in this paper, the epistemology of engineering is investigated in
its own right, both to better understand engineering, and also as contrastive
with science to better understand epistemology.
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